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Introduction

• To learn the generator’s distribution 𝑝𝑔 over data 𝑥, firstly, input noise variables

𝑝𝑧(𝑧), defined.

• Representing a mapping to data space as 𝐺 𝑧; 𝜃𝑔 , where 𝐺 is a differentiable

function represented by a multilayer perceptron with parameters 𝜃𝑔.

• Second multilayer perceptron 𝐷(𝑥; 𝜃𝑑) that outputs a single scalar. 𝐷(𝑥)
represents the probability that 𝑥 came from the data rather than 𝑝𝑔.
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𝐦𝐢𝐧 𝐦𝐚𝐱𝑽 𝑫, 𝑮 = 𝔼𝒙~𝒑𝒅𝒂𝒕𝒂 𝒙 𝐥𝐨𝐠 𝑫 𝒙 + 𝔼𝒛~𝒑𝒛 𝒛 𝐥𝐨𝐠 𝟏 − 𝑫 𝑮 𝒛

G      D

Figure from linkGoodfellow et al., 2014; Generative Adversarial Networks
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https://2018.igem.org/Team:Vilnius-Lithuania-OG/Gan_Introduction
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Goodfellow et al., 2014; Generative Adversarial Networks

 The original GAN used fully-connected networks and can only generate small 
images.

https://www.linkedin.com/pulse/intro-convolutional-neural-networks-cnn-lamiae-hana/?articleId=6615301137878794240


Introduction
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• DCGAN (Radford et al., 2015) was the first to scale up GANs using CNN 
architectures, which allowed for stable training for higher resolution and deeper 
generative models.
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Radford et al., 2015; Unsupervised representation learning with deep convolutional
generative adversarial networks
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https://arxiv.org/abs/1511.06434v2
https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53


Introduction

 In the computer vision domain, nearly every successful GAN relies on CNN-based 
generators and discriminators. 

 Convolutions, with the strong inductive bias for natural images, crucially 
contribute to the appealing visual results and rich diversity achieved by modern 
GANs.

 Fundamentally, a convolution operator has a local receptive field, and hence CNNs 
cannot process long-range dependencies unless passing through a sufficient 
number of layers. 

 However, that could cause the loss of feature resolution and fine details, in 
addition to the difficulty of optimization.
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Can We Build a Strong GAN 
Completely Free of Convolutions?

 Not only arising from intellectual curiosity, but also of practical relevance.

 Inspired by the emerging trend of using Transformer architectures for computer 
vision tasks (Carion et al., 2020;Zeng et al., 2020; Dosovitskiy et al., 2020).

 Transformers (Vaswani et al., 2017; Devlin et al., 2018) have prevailed in natural 
language processing (NLP), and lately, start to perform comparably or even better 
than their CNN competitors in a variety of vision benchmarks.
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Carion et al., 2020; End-to-End object detection with transformers
Zeng et al., 2020; Learning joint spatial-temporal transformations for video inpaiting
Dosovitsky et al., 2020; An image is worth 16x16 words: Transformers for image recognition at scale
Vaswani et al., 2017; Attention is all you need
Devlin et al., 2018; Bert: Pre-training of deep bidirectional transformers for language understanding
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Can We Build a Strong GAN 
Completely Free of Convolutions?

 The charm of the transformer to computer vision lies in at least two-fold:

I. it has strong representation capability and is free of human-defined inductive 
bias. In comparison, CNNs exhibit a strong bias towards feature locality, as 
well as spatial invariance due to sharing filter weights across all locations;

II. the transformer architecture is general, conceptually simple, and has the 
potential to become a powerful “universal” model across tasks and domains 
(Dosovitskiy et al., 2020).It can get rid of many ad-hoc building blocks 
commonly seen in CNN-based pipelines (Carion et al., 2020).

8Carion et al., 2020; End-to-End object detection with transformers
Dosovitsky et al., 2020; An image is worth 16x16 words: Transformers for image recognition at scale
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What is Transformers?
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Vaswani et al., 2017; Attention is All You Need
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What is Transformers?

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑄, 𝐾, 𝑉 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥
𝑄𝐾𝑇

𝑑𝑘
𝑉

Figure from link 10
Vaswani et al., 2017; Attention is All You Need
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What is Transformers?

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑 𝑄, 𝐾, 𝑉 = 𝐶𝑜𝑛𝑐𝑎𝑡 ℎ𝑒𝑎𝑑1, . . , ℎ𝑒𝑎𝑑ℎ 𝑊𝑜

where ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑖
𝑄
, 𝐾𝑊𝑖

𝐾, 𝑉𝑊𝑖
𝑉)
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 Multi-head attention allows the model to jointly attend to information from 
different representation subspaces at different positions. With a single 
attention head, averaging inhibits this.

 Where the projections are parameter matrices 𝑊𝑖
𝑄
∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙 × 𝑑𝑘 ,𝑊𝑖

𝐾 ∈

ℝ𝑑𝑚𝑜𝑑𝑒𝑙 × 𝑑𝑘 ,𝑊𝑖
𝑉 ∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙 × 𝑑𝑘 and 𝑊𝑖

𝑂 ∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙 × 𝑑𝑘.

Vaswani et al., 2017; Attention is All You Need
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Background and related work
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Vision Transformer (ViT)

Figure from link
Dosovitsky et al., 2020; An image is worth 16x16 words: 

Transformers for image recognition at scale
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https://arxiv.org/pdf/2010.11929.pdf


Background and related work
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Vision Transformer (ViT)

Dosovitsky et al., 2020; An image is worth 16x16 words: 
Transformers for image recognition at scale
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Left: Filters of the initial linear embedding of RGB values of ViT-L/32. 
Right: Similarity of position embeddings of ViT-L/32. Tiles show the cosine 

similarity between the position embedding of the patch with the indicated row 
and column and the position embeddings of all other patches.

https://arxiv.org/pdf/2010.11929.pdf


Background and related work
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Vision Transformer (ViT)

Dosovitsky et al., 2020; An image is worth 16x16 words: 
Transformers for image recognition at scale
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https://arxiv.org/pdf/2010.11929.pdf
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Up Scaling

https://arxiv.org/pdf/1609.05158.pdf


Methods

17

Figure from paper

Ceng 796 - Deep Generative Models



18
Table from paper

Ceng 796 - Deep Generative Models

Data Augmentation



Co-Training with Self-Supervised 

Auxiliary Task
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• An auxiliary task of super resolution, in addition to the GAN loss. This 
task comes “for free”, since we can just treat the available real images 
as high-resolution, and down sample them to obtain low-resolution 
counterparts.
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• The generator loss is added with a auxiliary term 𝜆 ∗ 𝐿𝑆𝑅, where 
𝐿𝑆𝑅 is the mean-square-error (MSE) loss and the coefficient 𝜆 is 
empirically set as 50.

Co-Training with Self-Supervised 

Auxiliary Task



Locality-Aware Initialization for

Self-Attention
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• (Dosovitskiy et al., 2020) observed that transformers still tend to learn 
convolutional structures from images. 

• Therefore, a meaningful question arises as, can we efficiently encode 
inductive image biases while still retaining the flexibility of 
transformers?

• Introduced a mask by which each query is only allowed to interact with 
its local neighbors that are not “masked”.

Dosovitsky et al., 2020; An image is worth 16x16 words: 
Transformers for image recognition at scale



Locality-Aware Initialization for

Self-Attention
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• Different from previous methods (Daras et al., 2020; Parmar et al., 2018; 
Child et al., 2019; Beltagy et al., 2020) during training we gradually 
reduce the mask until diminishing it, and eventually the self-attention is 
fully global.



Locality-Aware Initialization for

Self-Attention
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• During training the mask gradually reduced until diminishing it, and 
eventually the self-attention is fully global.

• A localized self-attention (Parmar et al., 2018) is most helpful at the early 
training stage, but can hurt the later training stage and the final 
achievable performance. 

• We consider this locality-aware initialization as a regularizer that comes 
for the early training dynamics and then gradually fades away (Golatkar
et al., 2019).

Parmar et al., 2018; Image transformer
Golatkar et al., 2019 ; Time matters in regularizing deep networks: Weight decay and data augmentation affect early learning dynamics, matter little near convergence.



Scaling up to Large Models 
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Experiments & Results
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Experiments & Results
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Conclusion
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 Model Architecture: 

 build the first GAN using purely transformers and no convolution. To 
avoid over-whelming memory overheads, 

 Memory-friendly generator and a patch-level discriminator created, 
both transformer-based without bells and whistles. 

 Trans-GAN can be effectively scaled up to larger models.



Conclusion
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 Training Technique:

 to train TransGAN better, ranging from data augmentation, multi-
task co-training for generator with self-supervised auxiliary loss, 
and localized initialization for self-attention. 

 Performance:

 TransGAN achieves highly competitive performance compared to 
current state-of-the-art CNN-based GANs.



Conclusion
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CNN is All
You Need?

Attention is 
All You
Need?

MLP is All
You Need?

????
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Thank you for listening!
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